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RESUMEN

La deteccion de bots en servicios web es una necesidad presente desde la masificacion de internet. Estos agentes
recorren la informacion disponible en la web para diversos fines como ser desarrollo de motores de busqueda,
analisis SEO o, recientemente, para entrenamiento de modelos de inteligencia artificial. Los repositorios son par-
ticularmente interesantes para estos agentes, gracias a que ofrecen informacion de calidad, controlada y descrita
por metadatos curados. Independientemente de su objetivo, el repositorio es continuamente cosechado por mul-
tiples bots, lo que produce caidas ocasionales y alteraciones en los registros de uso utilizados para la generacion
de reportes estadisticos, que sirven para medir el impacto real de las obras preservadas y publicadas. En este
trabajo se presenta la experiencia del repositorio Servicio de Difusion de la Creacién Intelectual (SEDICI) en el
analisis y depuracion de registros recolectados durante 13 afios. La deteccion se realiza mediante el analisis del
comportamiento de los bots, como uso excesivo, patrones de uso anémalos, escaneos y ataques. Luego, se utiliza
un modelo de |A para marcar bots con comportamiento poco evidente no identificados como tales. Aplicadas estas
estrategias, se logré eliminar mas de 50 millones de registros de uso provenientes de bots atipicos que acceden de
forma sistematica y recurrente al repositorio.

Palabras-clave: Robots,aprendizaje automatico, repositorios, estadisticas de uso.

ABSTRACT

Bot detection in web services has been a necessity since the mass adoption of the internet. These agents traverse
the information available on the web for various purposes such as developing search engines, SEO analysis, or, re-
cently, for training artificial intelligence models. Repositories are particularly interesting to these agents because
they offer high-quality, controlled information described by curated metadata. Regardless of their objective, the
repository is continuously harvested by multiple bots, which causes occasional downtime and alterations in the
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usage records used for generating statistical reports, which serve to measure the real impact of the preserved and
published works. This work presents the experience of the Servicio de Difusion de la Creacion Intelectual (SEDICI)
repository in the analysis and purging of records collected over 13 years. Detection is performed by analyzing
the bots’ behavior, such as excessive use, anomalous usage patterns, scanning, and attacks. Subsequently, an Al
model is used to flag bots with less evident behavior that were not identified as such. Applying these strategies,
it was possible to eliminate more than 50 million usage records originating from atypical bots that systematically
and recurrently access the repository.)

Keywords: Bots, machine learning, repositories, usage stats.

INTRODUCCION

La presencia de bots en la web ha aumentado con el paso de los afios y todo indica que
este crecimiento seguira aumentando en el futuro. En el reporte de Imperva de 2023 (Imperva,
2024) se afirma que el 49,8% del trafico de internet es generado de manera automatica; en
2022 la cifra era 47,7% (Imperva, 2023), mientras que en 2020 (Imperva, 2020), la cifra s6lo era
37,2%. Los bots mas clasicos, como crawlers o spiders, buscan acceder todo tipo de informacion
dentro de un sitio para explotar posteriormente los datos. Ademas de estos bots, en un princi-
pio “buenos”, existen también otros que recorren el sitio buscando vulnerabilidades a explotar
y en algunos casos realizar dafos.

Esta situacién se vio complicada en los afios recientes con el crecimiento de tecnologias
de inteligencia artificial, en particular por los modelos de grandes lenguajes (LLMs) como GPT,
Gemini, Llama, Bard, entre muchos otros. Estos modelos requieren para su entrenamiento
grandes volumenes de datos de multiples disciplinas y fuentes. Sus datos también se usan
para el desarrollo de servicios de deteccidn de plagios, que rastrean todo tipo de publicaciones
cientificas, tanto sus metadatos como documentos completos.

En sintesis, los sitios son accedidos a todas horas tanto por bots como por humanosy,
en general, es muy dificil diferenciarlos.
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Figura 1 - Cantidad de accesos por origen en el repositorio https://sedici.unlp.edu.ar tomando como muestra 4
dias aleatorios dentro del periodo 2023-2024
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Fuente: Elaboracion propia (2025).

Clasificar correctamente entre quien accede como “bot bueno”, “bot malo” y “usuario
real” es una tematica ampliamente estudiada que afecta a todo tipo de sitios web. Se pueden
encontrar soluciones especificas para distintas aplicaciones en particular, como Wei & Nguyen
(2019), que exploran una solucion a este problema dentro del contexto de Twitter. También son
exploradas multiples tecnologias para realizar esta tarea, desde analisis de grafos, como en
Collins & Reiter (2007), datos biométricos (Acien et al., 2021), el uso de machine learning (Saleem et
al., 2020) o la aplicacién de honeypots (McKenna, 2016).

Los repositorios no son una excepcion y hasta se podria decir que para algunos tipos de
bots los repositorios representan el néctar de la web, ya que brindan cdmulos curados de infor-
macién con publicaciones, datos y metadatos bien formados. Ante esta realidad, un repositorio
deberia tener alguna manera de poder diferenciar este tipo de accesos independientemente
de la tarea que se desee cumplir. Para dar un ejemplo, las estadisticas que se pueden generar
basandose en los registros de uso pueden verse comprometidas debido a que normalmente
se contabilizan eventos generados tanto por usuarios humanos como bots, por no disponer
de una buena herramienta que permita diferenciar eventos generados de manera automatica.

Particularmente, con la finalidad de la generacion de reportes estadisticos se requiere
una fuente de informacién confiable, y para lograr esta confianza se debe tener una estrategia
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para mantenerla de la manera mas correcta posible. Una primera aproximacion al problema,
aunque un poco ingenua, seria aplicar una politica en la que se confie en que todo bot debe
identificarse a si mismo como tal en el encabezado userAgent'. De esta manera, todo usuario
gue no se identifique como bot, se lo considerara un usuario humano, y como tal, se lo tendra
en cuenta a la hora de generar reportes.

Profundizando en esta idea, en los ultimos afios se han desarrollado redes federadas
gue generan reportes de uso, como UsageCounts de OpenAire (Pierrakos, 2020), a partir de
eventos de uso de multiples repositorios aportantes. En este contexto, cada repositorio realiza
una limpieza interna de datos a partir de una practicas estandarizadas, como el caso del “COU-
NTER Code of Practice rules on usage events™. El problema de estas practicas es que se basan
en listas que son limitadas y normalmente no se actualizan con la cantidad creciente de bots
que aparecen todos los dias, ni sus direcciones IP, ni sus agentes de usuario. Para complejizar
aun mas la labor de deteccidn, cuando los datos se envian a muchos de estos servicios cen-
tralizados, se anonimiza parte de sus datos como la terminacion de la IP para evitar atentar
contra las personas. Esta accién, positiva desde el punto de vista de uso de datos personales,
restringe alin mas la capacidad de deteccidn de accesos espurios en estos datos centralizados.
UsageCounts compara sus datos con una lista mantenida por Matomo donde afiaden spamers
reconocidos de manera regular, comparacion que no resulta una estrategia lo suficientemente
robusta como para generar reportes estadisticos sobre la agregacion de eventos de uso de
multiples fuentes. Por eso resulta vital depurar los eventos en origen, donde se cuenta con la
mayor cantidad de informacién disponible de quien accede.

Es relevante destacar que esta problematica esta presente en otros ambitos fuera de
los repositorios, y asimismo perjudica la calidad de los servicios que se brindan. Las soluciones
aplicadas en general son limitaciones por tasa de acceso (rateLimit) o servicios externos pagos
que actuan como punto de acceso inicial y filtran las solicitudes en funcién de multiples confi-
guraciones, por ejemplo Cloudflare.

En este trabajo se presenta, de manera general, la aplicacion de una estrategia que, a
partir de multiples etapas consecutivas, permite depurar los registros de uso, eliminando el
trafico proveniente de bots. Usando esta estrategia, se presenta la implementacién particular
para SEDICI, repositorio institucional de la Universidad Nacional de La Plata (UNLP), y se expo-
ne como su aplicacion mejora la confianza de los reportes estadisticos generados.

" userAgent. Disponivel em: https://developer.mozilla.org/es/docs/Web/HTTP/Reference/Headers/User-Agent
Acesso em: 2 set. 2025.

2 COUNTER Code of Practice rules on usage events. Disponivel em: https://openaire.github.io/usage-statistics-
guidelines/service-specification/service-spec/#application-of-counter-code-of-practice-rules-on-usage-events

Acesso em: 2 set. 2025.
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CARACTERIZACION DE BOTS

Distintos autores han caracterizado a los botsque acceden a los sitios web segun su com-
portamiento u objetivo. En Li et al. (2021) los autores proponen el concepto de bots “benignos”,
bots “maliciosos” y “grises”. Los bots benignos son aquellos que agregan un valor o utilidad al
sitio web visitado; los bots maliciosos son aquellos que intentan vulnerar el sitio y los grises,
aquellos que no tienen una intencidn clara. En la experiencia de los autores y a los fines de la
deteccidn, se pueden dividir a los bots en dos grandes grupos:

Aceptables:

« Crawlers buenos: aquellos que cumplen las normas expresadas en el robot.txt, se
identifican a si mismos como bots, ya sea mediante el uso de alguna palabra como
Bot en su nombre, o proporcionando una lista de las direcciones IP desde las cuales
se realizaran sus procesos. Ejemplo de estos casos es GoogleBot que, al indexar un
sitio, aparecera en las busquedas de Google, se identifica a si mismo como tal, ade-
mas de publicar sus direcciones de origen en una pagina web?®. Otro caso puede ser
el de Anthropic y su chatbot Claude, que se identifica como tal en el encabezado del
agente de usuario.

* Bots de control: dentro de este subgrupo se incluyen herramientas que acceden de
manera automatica al sitio para su mejor funcionamiento. Un ejemplo es un monitor
gue acceda regularmente al sitio y avise cuando el sitio no se encuentre accesible
(Zabbix, Nagios, etc). Otro tipo de bots de control son aquellos que realizan pruebas
de intrusidn o pentest en busqueda de vulnerabilidades, para detectarlas y resolver-
las antes de que un usuario con malas intenciones se aproveche de ellas.

« Otros bots: no aportan ninguna utilidad al sitio y generalmente se desconoce su fi-
nalidad. Sin embargo, que no sean esperados no implica que sean invalidos, ya que
suelen respetar las indicaciones dadas en el robots.txt*, se identifican como bots,
respetan las buenas practicas y no representan una amenaza. Algunos casos son los
bots de analisis SEO, de deteccién de plagios, y muchos otros que rastrillan los repo-
sitorios con fines académicos.

No aceptables:

+ bots con malas practicas: tipicamente son crawlers que acceden a gran cantidad de
datos del sitio, pero a diferencia de los “buenos”, estos no suelen tener buenas prac-
ticas ni respetar las recomendaciones dadas en el robots.txt. Ocasionalmente, este
tipo de bots tampoco se identifican a si mismos como tales, y presentan en el agente
de usuario cosas como “Mozilla” para sortear cualquier regla basica que pueda tener
el sitio.

3 Disponivel em: https://developers.google.com/search/apis/ipranges/googlebot.json Acesso em: 2 set. 2025.
4 Disponivel em: https://www.rfc-editor.org/rfc/rfc9309.html Acesso em: 2 set. 2025.
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* Bots maliciosos: son agentes que realizan escaneos de aplicaciones, busqueda de vul-
nerabilidades conocidas o frecuentes e incluso suelen realizar ataques. Las acciones
son mayormente realizadas de manera automatica. Este comportamiento es visible
principalmente en los parametros de las solicitudes. Los ataques pueden variar des-
de simples intentos de inyeccion SQL (SQL Injection), intentos de ejecucion remota de
cédigo (RCE), XSS u otro tipo de vulnerabilidades comunes. La diferencia principal en-
tre este tipo de bots y aquellos orientados a la seguridad es que en estos casos bus-
can vulnerabilidades para poder explotarlas y no se identifican de manera alguna .

* Redes de bots: en este caso no se ve un comportamiento excesivo desde una IP sino
que se observan multiples direcciones IP que participan de una accién colectiva como
un ataque en masa, scrapping o descargas de grandes cantidades de archivos. A la
hora de analizar los accesos de un rango de direcciones, se observan tasas mayores
a las esperables, que tienen un comportamiento muy similar. De igual manera que
en otros bots, estos no seran aceptables cuando no respeten las buenas practicas y
especialmente cuando no se identifiquen como tales.

Si se caracterizan los bots de manera sencilla, se puede observar que tienen un com-
portamiento muy disimil al de los humanos, como el acceso por rafagas y una gran velocidad
entre accesos, efectuar demasiadas descargas de recursos similares, enviar solicitudes con
parametros invalidos, pedir paginas inexistentes, entre otras.

ETAPAS DEL PROCESO DE CLASIFICACION

Una vez entendidos los principales tipos de bots que se pueden encontrar en el contexto
de los repositorios, es preciso plantear una estrategia para reducir el impacto de su presencia
en los registros de uso. Para lograr esto, se presenta una estrategia de 5 pasos que, aplicados
cada uno de manera independiente, permiten mejorar los registros de uso y las estadisticas
que se generan.
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Figura 2 - Etapas del proceso de depuracién de bots.
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Fuente: Elaboracion propia (2025).

La primera etapa busca mantener una lista de aquellos agentes de usuario (userAgent)
para los que se conoce su naturaleza, como es el caso de GoogleBot, un bot que se sabe que
va a acceder desde cierto rango de direcciones IP y se va a identificar a si mismo como tal. Esto
permite identificar en la primera etapa a todos aquellos bots que respetan buenas practicas y
que representan una gran cantidad de los accesos recibidos. Tanto la lista publicada por Mato-
mo mencionada anteriormente, como las listas de userAgent de DSpace, pueden servir como
insumo para esta etapa.

La seqgunda etapa busca detectar aquellas IP que presenten una tasa de acceso superior
a la esperable por un usuario humano. Normalmente, un bot presenta rafagas de acceso mu-
cho mayores a las esperadas por un humano, por la cantidad de informacién que puede pro-
cesar un sistema automatico en comparacion a lo que puede realizar un humano. Esta aproxi-
macion se realiza sobre los datos historicos y suele detectar una gran cantidad de eventos, ya
gue quienes tienen mayor tasa de acceso son aquellos con mayor cantidad de accesos totales.
Esta tarea puede ser compuesta del analisis de multiples subtareas, donde cada una de estas
busquen analizar rangos de tiempo distintos, para lograr un evaluacion mas granular del com-
portamiento y mejores resultados. Los rangos de tiempo que se busque analizar dependen de
la implementacion particular de la estrategia, pero realizar multiples iteraciones de este ana-
lisis, por afios, meses, semanas y/o dias, resulta util para lograr una estrategia mas robusta.

En la tercera etapa se busca reconocer qué usuarios realizaron peticiones en las que al-
guno de sus campos fue modificado con una carga indebida en busqueda de vulnerabilidades.
Para lograr esta tarea, se suelen identificar los parametros de aplicacion para luego buscar
dentro de ellos ciertos patrones que representen ataques al sitio. Para ejemplificar este tipo
de patrones, en caso de buscar ataques de SQL injection, se puede buscar patrones comunes
como SELECT, UNION o OR. En casos de buscar indicios de path traversal, se puede buscar pa-
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trones como “../” o directorios que pueden ser objetivo de ataques como “/etc/passwd”. Existen
numerosos tipos de ataques, muchos de ellos son de alcance general mientras que otros son
especificos a ciertas aplicaciones populares como Wordpress.

En la cuarta etapa se pretende realizar un analisis mas detallado del comportamiento
del usuario en el sitio. Es normal para algunos bots realizar s6lo un tipo de accion como des-
cargar archivos o solicitar resultados de busqueda. Este comportamiento, cuando se repite, no
es asimilable a usuarios humanos que, en caso de realizar multiples accesos dentro del sitio,
suelen hacer acciones variadas recorriendo el sitio a través de enlaces que apuntan a diferen-
tes rutas. Para ejemplificar un caso, un humano puede buscar un item, visitarlo y después des-
cargarlo. Distintos bots solo descargan cientos de pdf sin siquiera realizar una Unica busqueda
ni realizar una sola visita a los registros de las publicaciones que descargan. Al determinar qué
patrones representan acciones humanas o de bots y aplicandolos a la informacién de la que se
disponga, se puede diferenciar otro gran nimero de usuarios.

Por ultimo, como este entorno es altamente dinamico, con nuevos patrones de compor-
tamiento de bots que surgen dia a dia, no es suficiente basarse en instrumentos rigidos como
las listas de IP, listas de userAgent, tasas de acceso o patrones de comportamiento anémalo.
Por ello, se incorpora una Ultima etapa del analisis que delega la clasificacién de los accesos
restantes a un modelo de inteligencia artificial entrenado en esta tarea. Si bien puede ser
costoso generar un modelo de IA que permita realizar esta tarea de clasificacion, este tipo de
soluciones son mas dinamicas por su naturaleza y resultan atractivas para usar en aquellos ca-
sos donde no se pueda determinar solo con la experiencia previa la naturaleza de los usuarios.

APLICACION EN SEDICI

SEDICI es el repositorio institucional central de la UNLP y como tal alberga toda la pro-
duccién cientifica generada en esta institucién. El repositorio, creado en 2003 y migrado a
dspace en 2012, un software libre ampliamente adoptado en todo el mundo, funciona actual-
mente sobre la versién 5.10 de DSpace. Particularmente, DSpace tiene un nucleo o core de Solr
llamado statistic en el que se registran todos los eventos de uso generados en el sitio. Alli se
encuentran las vistas, descargas y busquedas realizadas en el sitio. Este indice funciona como
registro histérico y mantiene los eventos realizados en SEDICI desde el afio 2012 hasta la ac-
tualidad, y en él se encuentran mas de 195 millones de registros. Como norma general, estos
registros de uso en Solr son la fuente de analisis para determinar acciones, con excepcion de
la estrategia de machine learning que usa una fuente mas completa (access.log). Luego, las
acciones de limpieza siempre se hacen sobre el core de Solr, eliminando los registros asimila-
bles a bots.

Cabe destacar que, a pesar de tener un numero muy elevado de eventos de uso - casi
200 millones- estos son el resultado de sucesivas tareas de depuracién de bots conocidos. Se
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estima que previo al inicio de este trabajo, ya se habian eliminado alrededor de 100 millones
de registros correspondientes a IPs de bots conocidos.

Dentro de los registros almacenados en Solr, se dispone de la direccién IP del usuario
que genero el evento, el agente de usuario utilizado y el referer en algunos casos, entre otros.
DSpace, como parte de su implementacién, tiene una copia del repositorio COUNTER-Robots®
con direcciones IP y agentes de usuario pertenecientes a bots, y al dispararse los eventos, los
compara con estas listas para saber si marcarlos con un flag dentro de los eventos llamada
isBot. En los casos donde esta comparacién sea cierta, el flag se marcara como true indicando
que fue realizado por un bot. Para este trabajo, se tomé la decision de eliminar estos casos
para mantener el core de SOLR lo mas reducido posible, utilizando la opcion de configuracion
logBots en falso.

Debe destacarse, como complemento de la primera etapa, la eliminacién de casos no
detectados dentro del registro histérico, ya sea por no estar implementado el mecanismo de
las listas o registros previos a afadir el caso dentro de las listas. Realizar un primer borrado
para estos agentes conocidos, como aquellos que tengan la palabra Bot, puede resultar una
buena opcién para eliminar residuos de casos antiguos.

De forma empirica, se determinaron las tasas de acceso esperables para un usuario
humano y, en base a estas, se calcularon umbrales muy altos para determinar que aquellos
usuarios que superen este limite, se consideran bots. Los limites se eligieron elevados, de for-
ma tal que permitan diferenciar humanos de bots y estar suficientemente seguros de que los
registros a eliminar hayan sido realmente generados por bots y minimizar la cantidad de falsos
positivos. Determinado el limite/umbral, se evaltan las direcciones IP que realizaron mayor
cantidad de accesos que el limite esperado dentro del rango de evaluacion. En el caso de apli-
cacion, se determind realizar un analisis sobre cada afio (2012, 2013, 2014, ...), cada mes y, por
ultimo, por intervalos de 3 dias consecutivos. Al utilizar este enfoque y en el orden expresado,
se logro atacar primero a aquellos casos de mayor impacto y limpiar una gran cantidad de re-
gistros de bots.

En la etapa 3, para eliminar registros que indiquen intentos de ataque, se determinaron
los caminos tipicos, como encabezados HTTP y parametros. En este caso, los campos mas usa-
dos eran el agente de usuario (userAgent), el de origen (referrer) y los parametros de busqueda
recibidos en la parte Query de la solicitud GET. Luego, se realizaron busquedas sobre cada uno
de estos campos donde se buscan patrones comunes en este tipo de comportamiento depen-
diendo del tipo de ataque como SELECT o exec.

En la cuarta etapa de la estrategia, se determind una serie de lineamientos para en-
tender el comportamiento comun de usuarios humanos dentro del sitio. Normalmente, son
reglas de sentido comun las que se aplican al comportamiento en el sitio, por ejemplo: “se es-

> Disponivel em: https://github.com/atmire/COUNTER-Robots Acesso em: 2 set. 2025.
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pera que el usuario realice cierto nUmero de vistas de items para realizar descargas”. En el caso
de SEDICI, se espera una relacion menor al 10%, es decir que para descargar 100 archivos del
sitio, se espera que el usuario realice 10 visitas a items. Es claro que es un limite muy alto, no
obstante permite detectar con bastante seguridad los casos positivos, es decir, los bots.

Por ultimo, agotadas las etapas descritas, se aplica una herramienta que se apoya en un
modelo de machine learning entrenado para que, dado un access-log de un dia del repositorio,
identifique qué accesos fueron realizados por bots. Dentro del access-log se registran todos los
accesos al sitio, no solo los eventos registrables, manteniendo el recurso solicitado, método
HTTP utilizado, hora y demas. El modelo fue entrenado con esta fuente de datos para recono-
cer el comportamiento normal del sitio, no sélo lo registrable en SOLR. Esta herramienta se
ejecuta de manera diaria, eliminando los registros que escapen a todas las reglas expresadas
anteriormente, lo que da por resultado el core estadistico de SOLR mas correcto posible hasta
el momento. Para poder realizar una limpieza del registro histérico, se precisa tener un access
log para cada uno de los dias que se desee hacer la limpieza, por lo tanto esta etapa esta limi-
tada a los datos en posesién, que en el caso particular de SEDICI, es desde 29 de octubre del
2022, permitiendo ejecutar esta etapa desde dicha fecha hasta la actualidad.

En Bértoli et al. (2024) se investigé como desarrollar este modelo, mediante multiples
pruebas sobre gran parte de los algoritmos utilizados en el area, y qué procesos realizar sobre
esta fuente de datos para su entrenamiento. En la implementacion de esta estrategia se opté
por utilizar el algoritmo de random forest (Ho, 1995), que tiene un valor de 97% de casos bien
clasificados. Esta etapa no sélo se apoya en la clasificacion del modelo, del dia, sino que tam-
bién utiliza las clasificaciones previas para determinar si un usuario es bot. Para ser clasificado
bot por primera vez, el modelo debe estar sequro, pero una vez clasificado, se tiende a creer
que el usuario es bot nuevamente.

RESULTADOS OBTENIDOS

Tabla 1 - Comparacion de rendimiento entre modelos de clasificacion para deteccion de bots en logs web.

Accuracy

0.9696
Random Forest - 0.9780 | 0.9947 | 0.8836 | 0.9820 | 0.9284 | 0.9854 | 0.9690
XGBoost 0.9709 | 0.9691 | 0.9783 | 0.9947 | 0.8818 | 0.9818 | 0.9275 | 0.9854 | 0.9689
Gradient 0.9703 | 0.9694 | 0.9740 | 0.9937 | 0.8830 | 0.9814 | 0.9263 | 0.9851 | 0.9671
Boosting
AdaBoost 0.9622 | 0.9649 | 0.9509 | 0.9880 | 0.8661 | 0.9763 | 0.9065 | 0.9778 | 0.9557
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SVM (RBF) 0.8823 0.9030 | 0.7964 | 0.9616 | 0.5867 [ 0.9293 | 0.6199 | 0.9494 | 0.8505
SVM (Linear) 0.8461 0.8560 | 0.7840 | 0.9749 | 0.3654 | 0.9101 | 0.4494 | 0.9396 | 0.8005
SVM (PoIIy) 0 7709 0.8043 | 0.8133 0 9477 0 1108 | 0.8440 | 0.1312 | 0.8012 | 0.5160

Gaussian N Bayes 0.7869 0.7935 | 0.4603 | 0.9864 | 0.0430 | 0.8795 | 0.0786 | 0.7532 | 0.3514

Fuente: Bértoli et al. (2024).

La primera etapa se realiza en su mayoria desde DSpace, excluyendo de los logs los ac-
cesos de bots conocidos (por user agent o por IP). Por este motivo, es dificil determinar cuantos
registros son descartados en esta etapa. A modo orientativo, utilizando el log de accesos de un
diay comparando con la lista de direcciones IP y agentes de usuario reconocidos como bot, po-
demos determinar que cerca de 60% de registros son evitados durante esta etapa. Posterior-
mente, de los 195 millones de registros almacenados, se eliminaron 3 millones de registros,
analizando el agente de usuario, buscando elementos como Bot, Crawler o Spider.

En la segunda etapa se eliminaron los registros generados por IP con una tasa de acceso
fuera de lo esperado. Primero se analiz6 aquellas con mas accesos de lo esperado por afio y se
eliminaron cerca de 20 millones de registros. Analizando por mes se eliminaron poco mas de 9
millones, y por dia mas de 8 millones. Al atacar esta problematica en este orden, se consigue,
previo a realizar un analisis mas minucioso y costoso en el tiempo, realizar el borrado de gran
parte de los registros y, por lo tanto, mejorar la ejecucion de las etapas posteriores.

En la tercera etapa se detectaron unos 4 millones de registros que tienen la forma de
ataques o de escaneos de vulnerabilidades. A partir del analisis del agente de usuario sélo se
detectaron poco mas de 13 mil registros (posiblemente porque ya se hizo una depuracidon por
userAgent en la etapa 1), por referer se logré eliminar casi 4 millones de registros y por bus-
queda poco mas de 60 mil.

La cuarta etapa analiza el comportamiento dentro del sitio, y basandose en este com-
portamiento se logré eliminar mas de 1,5 millones de registros que no tenian un comporta-
miento asimilable al de un humano. En la implementacion de esta etapa se expresaron limites
altos para no eliminar registros de usuarios que quiza no fuesen realmente bots y, por lo tanto,
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es una de las etapas que menos registros pudo eliminar. Es posible que también se deba a ser
una de las Ultimas etapas y que gran parte de este comportamiento ya fuese eliminado en
etapas anteriores.

En la ultima etapa, el modelo detect6 mas de 7 millones de registros generados por
agentes automaticos entre el 29 de octubre del 2022 y 19 de febrero del 2024. Este proceso
no es aplicable a toda la historia del repositorio ya que necesita un access-log completo para
poder realizar el analisis, y al momento de la escritura de esta ponencia solo se disponen de
las fechas mencionadas.

Figura 3 - Total de registros eliminados divididos por causa.
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Fuente: Elaboracion propia (2025).

Si se analiza el orden de ejecucidon de cada etapa, visible en la Figura 3, se puede obser-
var que en cada nueva etapa los registros eliminados son cada vez menores, lo cual es expli-
cable a que ciertos patrones no sean exclusivos a una Unica etapa. Normalmente los ataques
pueden realizarse en rafagas de tiempo que pueden llegar a ser detectadas en analisis diarios,
0 comportamiento claramente bot como solo realizar descargas, ser detectado por un rate de
accesos mayor al esperado en un afio. De esta manera, cada etapa trabaja con un conjunto
menor de posibles registros a ser eliminados, y un porcentaje de los registros detectables en
la etapa fueron eliminados en etapas anteriores.

El modelo de machine learning, no es tan afectado en este aspecto, probablemente
debido a que la fuente de datos utilizada por el modelo de machine learning es distinta a la
usada en las etapas previas. Al usar el access-log, nueva informacion es tenida en cuenta para
clasificar comportamiento de bot y de esta manera se logra generar buenos resultados pese a
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haber ejecutado multiples etapas de borrado previamente.

Figura 4 - NUumero de registros almacenados antes y después de la limpieza.

== Accesos previos a limpieza == Accesos luego de limpiar datos espurios
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Fuente: Elaboracién propia (2025).

En la Figura 4 se puede ver como esta combinacion de estrategias mantiene un nivel de
borrado estable a lo largo del tiempo. No obstante, en los ultimos afios los registros almacena-
dos se disparan de una manera que no fue vista en el pasado del repositorio, posiblemente por
la masificacién de las nuevas tecnologias de IA. Pese a este aumento, luego del borrado de los
registros realizados por bot, no se nota tanto aumento en los registros almacenados. También
es notable cobmo desde 2022, etapa desde la cual se puede ejecutar el modelo de inteligencia
artificial, se logra eliminar una mayor proporcién de registros espurios.

Finalmente, después de ejecutar todas estas etapas, se logré eliminar mas de 54 millo-
nes de registros del periodo 2012-2025, poco mas del 25% de los registros originales, sin con-
tar las eliminaciones realizadas antes de la implementacion de esta estrategia.

CONCLUSIONES

La estrategia planteada permitio clasificar y eliminar gran cantidad de eventos de uso
provenientes de bots. Se puede afirmar que gracias a la depuracion realizada, el registro de
eventos de uso del repositorio refleja de mejor manera el uso real del sitio por parte de usua-
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rios humanos y por tanto permitira generar estadisticas de uso mas confiables.

La cantidad de falsos positivos, es decir, usuarios detectados como bots, es extrema-
damente baja gracias a las diferentes etapas propuestas, el orden de aplicacién entre ellas, la
cautelosa seleccion de limites en tasas de acceso, los datos validados de agente de usuario e
IP de bots, y la eleccion de un modelo de machine learning que sélo clasifica cuando posee una
elevada tasa de certeza. Légicamente, pueden quedar falsos negativos sin eliminar, es decir,
bots que siguen considerandose como usuarios y que no se detectaron como bots. Sin em-
bargo, como se menciong, esta es una primera aproximacién al problema, que lo resuelve en
parte y sobre la que esta previsto sequir realizando mejoras por medio de ajustes en el modelo
y quizas la incorporacién de nuevas etapas.

Cabe aclarar que estas estrategias son aplicables en otros repositorios o portales de
publicaciéon académicos, tanto los que funcionan sobre DSpace como los que usan otros soft-
wares con registros internos de eventos de uso, como OJS. En la implementacion pueden va-
riar detalles especificos como los limites de accesos diarios, los patrones esperables o incluso
se puede reentrenar el modelo con patrones de acceso propios, pero las etapas deberian ser
aplicables de igual manera.

En SEDICI, la aplicacion de esta estrategia resulté ser Util y se cree que se pueden lograr
resultados similares en la aplicacidon de esta estrategia en otros sitios con una problematica
similar. Con la reduccion de un cuarto del total de registros almacenados, se puede decir que
la implementacion fue correcta para el sitio y en todas las etapas se obtuvieron buenos resul-
tados.

La virtud de esta estrategia consiste en separar la solucion en multiples etapas indepen-
dientes entre si, de manera que el buen funcionamiento de cada una es independiente de las
otras. De esta manera, si una de las etapas debe modificarse para afrontar nuevas dificultades
en el futuro, las etapas previas y posteriores pueden funcionar igualmente y solo se debe ac-
tualizar el funcionamiento de la etapa correspondiente. Mas aun, las decisiones tomadas en
cada etapa pueden basarse en fuentes de datos diferentes, como sucede con la Ultima etapa
que utiliza los access log de apache, y todas las otras etapas son ejecutadas directamente con
los registros en SOLR.
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ANEXO 2
REQUERIMIENTOS DE EQUIPO TECNICO PARA LA PRESENTACION DE LA PONENCIA

Ninguno.
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